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IT- 412 Topics and Statistics and Linear Algebra 

Credits: 3

Prerequisite: Maths1 and Introduction to Probability and Statistics. 

Lectures: 3 hrs a week (minimum)

Objective: This course is meant to provide a solid and rigorous foundation in

a) advanced linear algebra (LA)

b) advanced regression analysis 

Course overview: Topics to be covered:

Linear Algebra: The Four Fundamental Vector spaces (row space, column space, null space and left-
null space), Eigenvalues and Eigenvectors, Diagonalization,  Various forms for 
decomposition/factorization of matrices (eg. LU-decomposition, QR-decomposition, Singular Value 
Decomposition)

Statistics: Hypothesis Testing, Analysis of Variance, (Multiple) Linear Regression (LR/MLR), Principal 
Components Regression (PCR).

The course may be modified based on needs of the class. Make sure you check with the course 

instructor for sections covered on the exams, HW problems and other course related announcements.

References:

1) Introduction to Linear Algebra (4th edition) by Gilbert Strang

2) Selected video lectures on Linear Algebra by Gilbert Strang downloadable from 

http://ocw.mit.edu/courses/mathematics/18-06-linear-algebra-spring-2010/video-lectures/

3) An Introduction to Generalized Linear Models (2nd Edition) by Annette J. Dobson 

Handouts of relevant articles/book chapters will be given as required.

Grading Policy:  The policy for grading subjects is as follows: Quiz/Assignment: 20%; Mid-semester 

exam: 30%; Final: 50%

Assignments:  The assignments will be a mixture of theoretical and programming jobs. You are 

encouraged to discuss the solutions amongst your fellow students, but the submissions have to be your 

own and will be graded likewise.  Homework submitted late will not be graded. Retake of missed quizzes 

is not allowed.

Programming assignments are often graded based on your presentation in the class, as such any queries 

wrt. the grades given should be taken up immediately.

http://ocw.mit.edu/courses/mathematics/18-06-linear-algebra-spring-2010/video-lectures/


Programming: All assignments must be submitted in R

Remedial Classes: Students in need of remedial classes are requested to contact to contact the 

instructor at the earliest possible. Students are also encouraged to contact the instructor (preferable via 

email) for any questions pertaining to this course. These will then be discussed and clarified in the class.

Policy on cheating and plagiarism: Although, cooperation between the students is highly 

recommended, any act of cheating and plagiarism will not be tolerated and the matter will be handled 

strictly as per the JNU regulations.



Advanced Physical Sciences
Electrodynamics, Advanced Statistical Mechanics (Ergodic Hypothesis, Ensembles, Distributions, Ising 
Model, Lattice Model of Proteins), Transport Phenomena

Course Name:           Advance Physical Science 

Course Code:   IT 413

Credit:   3 

Course offered to:  M.Sc (Sem-III)

Course description: This course aims to provide an elementary introduction to statistical 

mechanics and connecting it to problems in physical and life science.

Pre-requisites:

Course Outcome(s) (CO): At the end of the course, the students should be able to

1. Explain the basics of statistical mechanics.

2. Can apply to simple discrete systems. 

Tentative plan:

Week 

number

Lecture topic CO met 

1-2 A test will be conducted to check students’  knowledge of basic physics and maths (to 

decide the level of teaching). Review of basic thermodynamics, application. Need for 

statistical mechanics. Examples

CO-1 

3-6 Concept of ensemble, distribution. Ideal gas example. Non-interacting system – harmonic 

oscillator. Connecting harmonic oscillator to molecular vibration. Interacting system.

Examples in physical and biological sciences.

Concept of transport phenomena. Evolution of PDF. Derivation of Einstein-Stokes 

equation for diffusion. Examples.

CO-1 and 

CO-2.

Text Books and References

(1) Statistical Physics (Berkeley lecture series – volume 5) by F. Reif. McGraw-Hill

(2) Some parts from D. A. McQuarrie, Statistical Mechanics (Harper Collins). 

Related articles from journals and Related topics from authentic sources











Course name : Biological Sequence Analysis and Algorithms 

Course Code :  IT453

Credit : 4 credits

Course Offeered to : M.Sc III Semester 

Course Description:

This course will provide the necessary introduction about the sequence data analysis carried out by 

biologists  in general and also will cover few important computational algorithms in that context. 

Emphasis will be given to computational methods employed to identify/charecterize/analyse various 

biological features.

Pre-requisite : Nil

Pre-requisite (Desirable): Idea of very basic concepts in molecular biology especially with gene and 

genome sequence organisation and its features.

Course outcomes (CO):

1. Students will understand and grasp the rationale behind the computational mthods employed for 

various biological problems

2. Students will be motivated to undertake small reserach projects dealing with sequnce data

3. This course may expose them to the latest and challenging  computational  methods/algorithms 

currently undertaken by researchers  in the domain of sequence data analysis

Tentative Course Plan:

Introduction and Overview of Bioinformatics , Survey of both primary and secondary Databases 

relatng to sequences, structures, gene expression, and regulatory and signal pathways ( 3 hours)

Overview of Sequence data analysis in general – Software tools and web servers       (3  hours) 

Sequence alignments algorithms : Scoring matrices and scoring functions – pairwise alignment 

local and Global – Multiple sequence   alignment – Database search – BLAST versions ( 6 hours)

Statistics and serach method for Sequence patterns, profiles, motifs etc – MEME, Weight matrix, 

Profile, sequence  Logo etc         (3 hours)

Gene Identification problem : Codon usage, fourier and markov models   ( 3 hours) 

Overview of advanced concepts : Information theory, machine learning and probabilistic modelling 

(3  hours)

Phylogenetic analysis: Concept of distance – Distance, parsimony and likhlihood methos  ( 4 hours) 

RNA secondary structure – RNA folding algorithms and RNA databases     ( 2 hours) 

Compuattional Genomics – current topics       ( 3 hours)

Total  Theory        30 hours 

Tutorials       10 hours



References: 

Text Book:

1. Durbin et al (2003). Biological sequence analysis : probablistic models of Proteins and Nucleic 

acids. Cambridge University Press (Indian Edition)

Reference Book:

1. Jonathan Pevesner . Bioinformatics and Functional Genomics (3rd Edition) Wiley Blackwell

2. Handbook of Computational Molecular Biology Ed by Srinivas Aluru. (2005). Indian Edition 

Chapman & Hall/CRC
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